
Cees de Laat
Systems and Networking Laboratory

University of Amsterdam
Affiliate Lawrence Berkeley National Laboratory

ICT to support the transformation of Science 
in the Roaring Twenties

https://ivi.fnwi.uva.nl/sne/


ICT to support the transformation of Science 
in the Roaring Twenties

From Wikipedia: The Roaring Twenties refers to the decade of the 1920s in Western society 
and Western culture. It was a period of economic prosperity with a distinctive cultural edge 
in the United States and Western Europe, particularly in major cities such as Berlin, 
Chicago, London, Los Angeles, New York City, Paris, and Sydney. In France, the decade 
was known as the "années folles" ('crazy years'), emphasizing the era's social, artistic and 
cultural dynamism. Jazz blossomed, the flapper redefined the modern look for British and 
American women, and Art Deco peaked….

This period saw the large-scale development and use of automobiles, telephones, movies, 
radio, and electrical appliances being installed in the lives of thousands of Westerners. 
Aviation soon became a business. Nations saw rapid industrial and economic growth, 
accelerated consumer demand, and introduced significantly new changes in lifestyle and 
culture. The media focused on celebrities, especially sports heroes and movie stars, as cities 
rooted for their home teams and filled the new palatial cinemas and gigantic sports 
stadiums. In most major democratic states, women won the right to vote. The right to vote 
made a huge impact on society.



AIM

• Observe how the art of Science is transforming with AI & ML.
• Understand how the ICT world looks like in 2030.
• Understand what hinders Science, Industry, Society to progress.
• What is needed to obtain EU leadership

– Why?
– Where?
– What?











Workshop report:
https://www.osti.gov/biblio/1478744



DoE workshop on smart networks
Bring AI in control plane to harness complexity
https://www.orau.gov/smarthp2016/



Optimizing Network Traffic with Machine Learning



Rethinking NSF’s Computational Ecosystem for 21st Century Science and Engineering
Workshop Website: https://uiowa.edu/nsfcyberinfrastructure

Workshop Report: https://www.uiowa.edu/nsfcyberinfrastructure/report.pdf

Initial debates about resource management and delivery options focused on expert 
personnel as a critical component of successful cyberinfrastructure delivery. Several 
examples such as Campus Champions (CC) or XSEDE’s ECSS were described as 

critical to scientific advance but insufficient in numbers to meet demand. Regionally 
tasked staff might help to alleviate this shortfall. Benefits could include greater use 
of cloud or national resources if there was a local expert to help researchers with 

initial utilization. Along these lines, it was mentioned that the NSF CC* programs 
changed campus culture, spurring local networking expertise. A similar program to 

promote workforce development to incentivize local computational and data 
scientists could, for instance, result in the integration of otherwise isolated clusters 

on campuses with national resources. These key personnel, ranging from ECSS 
experts and developers to CCs, are often in careers that need professionalization.

https://uiowa.edu/nsfcyberinfrastructure


Change in computing
• Early days a few big Supercomputers

– Mostly science domain
• Via grid to commercial cloud

– AWS, Azure, Google Cloud, IBM, Salesforce
– The big five: Apple, Alphabet, Microsoft, Facebook and Amazon
– Computing has transformed into an utility

• Data => Information is the key



Now, how do we get and use data?

• Move towards streaming
• Netflix
• youtube

• Same in science world
• SKA / LOFAR
• Light Source
• Environmental (Marine, Meteorology, …)

• Data is not always huge
• Sometimes it is very complex
• Some examples
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https://www.sc-asia.org/data-mover-challenge/
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Networks of ScienceDMZ’s & SDX’s

ISPNFV

client 1

client 2

client 3

client 4

client n

…

SDN

Internet
Peer ISP’s

Func-c1

Func-c3

Ownership/trust relation

DTN

Petabyte email service J

DMZ

DMZ

DMZ

DMZ

DMZ

DMZ
Contains a DTN

SDX
NFV
Func-c4

ISP

ISP

SDX
ISP

SDX

DTN

Supercomputing
centers

(NCSA, ANL, LBNL)

DMZ



Extreme App Store for Science; Amazonizing infrastructure



Data Sharing: Main problem statement

• Organizations that normally compete have to bring 
data together to achieve a common goal!

• The shared data may be used for that goal but not for 
any other!

• Data may have to be processed in untrusted data 
centers.
– How to enforce that using modern Cyber Infrastructure?
– How to organize such alliances?
– How to translate from strategic via tactical to operational level?
– What are the different fundamental data infrastructure models to consider?



Data value creation 
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Approach
• Strategic:

– Translate legislation into machine readable policy
– Define data use policy 
– Trust evaluation models & metrics

• Tactical:
– Map app given rules & policy & data and resources
– Bring computing and data to (un)trusted third party
– Resilience

• Operational:
– TPM & Encryption schemes to protect & sign
– Policy evaluation & docker implementations
– Use VM and SDI/SDN technology to enforce
– Block chain to record what happened (after the fact!)



Secure Digital Market Place Research
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The Big Data Challenge
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The Big Data Challenge

Data
a.o. from ESFRI’s

Information

Knowledge
to act

Wis
dom

XML, RDF, rSpec,
SNMP, Java based, etc.

OWL

Workflows
Schedulers

to act

e-
IRG

GRID/C
LOUD

MAGIC DATA CARPET
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Doing Science ICT to enable Science

Scientists live here!

Science App Store?



Past & future ICT research infrastructures
• TEN34 / TEN155
• Geant testbed & JRA’s
• FIRE
• Grid5000 (FR)
• DAS1-5 (NL)

Some years around 2010 connected by LightPath



DAS generations: visions
● DAS-1: Wide-area computing (1997)

● Homogeneous hardware and software

● DAS-2: Grid computing (2002)
● Globus middleware

● DAS-3: Optical Grids (2006)
● Dedicated 10 Gb/s optical links between all sites

● DAS-4: Clouds, diversity, green IT (2010)
● Hardware virtualization, accelerators, energy measurements

● DAS-5: Harnessing diversity, data-explosion (June 2015)
● Wide variety of accelerators, larger memories and disks

Henri Bal, Dick Epema, Cees de Laat, Rob van Nieuwpoort, John Romein, Frank Seinstra, Cees Snoek, Harry Wijshoff, "The Distributed ASCI 
Supercomputer: a Long-term Computer Science Research Infrastructure.", IEEE Computer, Vol 49, Ed 5, pp 54-63, May 2016 (2015).



GENI: Virtualizing CI



Pacific Research Platform testbed involvement

© 2016 Internet2
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Past & future ICT research infrastructures
• TEN34 / TEN155
• Geant testbed & JRA’s
• FIRE
• Grid5000 (FR)
• DAS1-5 (NL)
• Need for breakable CS oriented testbed
• Must include: Programmable networks, Cloud, Exascale SC,  DTN’s, 

streaming, access to public services, IOT, Wireless
• Must include work on AI & ML, fundamental data security
• At Scale  è SILECS - https://www.silecs.net

Was connected by LightPath around 2010! 



CONCLUSIONS
• Observations:

– parallels energy world and internet developments
• move to micromarkets
• iot alike security treats

– trend: ML replaces Visualization
– Illinois governor (1998) noting: canals - railroads - cars - fibers, and 

now we add trusted data exchange driving economy and markets
– San Diego Super Center aligns with data science and portal for 

sustainability in RNE
– LEGO model for CI & Data & Methods
– Industry recognized need for new data related approaches
– Data Value creates an economy for data sharing.



CONCLUSIONS
• Overal advice

– It is about people & knowledge
– Base on society relevant applications
– Get faculty drivers from each campus
– Governance model is essential
– align with education (soft&hard money)

• Applications
– Health
– Instrumenting IOT
– Energy transition/critical infrastructures IT
– CyberSecurity



CONCLUSIONS
• Themes

– global data & methods ecosystem supporting applications
– Explainable AI to aid managing CI
– Security
– Superfacility
– revisiting Internet standards with current technology in mind
– Quantum compute and networking



Remarks, Quotes:

• Wouter Los: Considering the list of conclusions, it comes in my mind that any 
future data infrastructure should accommodate the preferred governance model. 
And this is related to the cultural dimension. What kind of data market do we 
foresee, what are checks and balances, and who decides (has power) on what? 
How is this framed in the context of (self regulating) micro markets, when 
billions of agents interact.

• Tom Defanti: ML is like training your dog without knowing how the dog works.
• Larry Smarr: Manage the exponential.
• Mike Norman: It is not about hardware, it is about the people!!!
• Inder & me: The kids of today are the decision makers tomorrow and have no 

feeling for classic CI.



Need for Network to Data level experimental Infrastructure.
Europe’s own DTN infra, CC program, CI Ambitions

Data at scale.

P.S. I did not mention Quantum Compute & Networking; See:
• https://www.orau.gov/quantumnetworks2018/default.htm
• https://science.energy.gov/%7E/media/ascr/pdf/programdocuments/docs/2019/QNOS_Workshop_Final_Report.pdf
• https://delaat.net/qn

https://delaat.net/

This trip is supported by DL4LD and EPI projects.

Conclusion, Q&A

https://www.orau.gov/quantumnetworks2018/default.htm
https://science.energy.gov/~/media/ascr/pdf/programdocuments/docs/2019/QNOS_Workshop_Final_Report.pdf
https://delaat.net/qn
https://delaat.net/

